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Abstract

To understand visual consciousness, we must understand how the brain represents ensembles of objects at many levels of perceptual analysis. Ensemble perception refers to the visual system’s ability to extract summary statistical information from groups of similar objects—often in a brief glance. It defines foundational limits on cognition, memory, and behavior. In this review, we provide an operational definition of ensemble perception and demonstrate that ensemble perception spans across multiple levels of visual analysis, incorporating both low-level visual features and high-level social information. Further, we investigate the functional usefulness of ensemble perception and its efficiency, and we consider possible physiological and cognitive mechanisms that underlie an individual’s ability to make accurate and rapid assessments of crowds of objects.
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1. INTRODUCTION

We process the vibrant complexity of natural scenes using the relatively limited capacity of the visual system. The fidelity with which we can perceive any complex scene at a glance is restricted by finite attentional resources (Cavanagh & Alvarez 2005, Dux & Marois 2009, Simons & Levin 1997), limits of eye movements and scanning (Kowler 2011, Wolfe 1994), and minimal visual working memory capacity (Luck & Vogel 2013). Human visual processing is further constrained by coarse peripheral resolution (Anstis 1974, Virsu & Rovamo 1979) and the fundamental limits set by visual crowding (Pelli 2008, Strasburger et al. 2011, Whitney & Levi 2011). Fortunately, although natural scenes are dense with information, this clutter is not completely random. Instead, natural scenes are filled with similar or redundant groups of objects, features, and textures. The visual system is sensitive to these similarities in both natural (e.g., stand of trees, crowd of faces) and artificial (e.g., car lot, bike rack) groups in the form of ensemble or summary statistical information (Alvarez 2011, Haberman & Whitney 2012, Whitney et al. 2014). For example, in Figure 1, we can extract summary statistics along many dimensions, including the average hue of the tree leaves, average facial expression of the bystanders, and average speed of the cyclists. In this review, we address the types of visual information that are represented as ensembles, what perceptual and cognitive benefits ensemble perception affords, how attention is involved in representing ensembles, and which proposed mechanisms may account for many aspects of ensemble perception.
Multiple ensembles are present in natural scenes. Natural scenes contain numerous groups of similar and redundant stimuli. Observers perceive these groups in the form of summary statistics, such as the average orientation, size, and hue of the foliage; the average speed, motion direction, and heading of the bikers; and the average emotional expression, gaze direction, and family resemblance of the bystanders. Ensemble perception is hierarchical and occurs at many levels of visual processing. Photo credit: Max Pixel, available for reuse under the Creative Commons Zero (CC0 1.0).

2. Ensemble Percepts Across Multiple Levels of Visual Analysis

2.1. Low-Level Ensemble Perception

Ensemble perception has been reported for many low-level features, including motion, orientation, brightness, hue, and spatial position. It has been examined using a variety of psychophysical techniques (Figure 2). Of the low-level stimuli that have been studied, visual motion provides a canonical example of ensemble perception (Watamaniuk & McKee 1998, Watamaniuk et al. 1989).
Methods of testing ensemble perception. (a) Participants match the average size of a test circle to a set of displayed circles. The spread or variance of the resulting distribution (e.g., Gaussian, Von Mises, Cauchy, etc.) reflects the matching performance. Robust sensitivity to summary statistical performance will yield a narrow distribution centered at 0. (b) Observers make a two-alternative forced-choice judgment about which display (left/right or which of two intervals) contains the larger average size. A psychometric function fitted to the data reveals the sensitivity to the summary statistic (e.g., discrimination threshold). (c) In the implicit membership identity task, observers report whether the test circle was present in the previous display. When the test circle is the average of the displayed set, participants false alarm at a high rate. The shape and location of the resulting histogram reflects sensitivity to the ensemble (average size).

Watamaniuk and colleagues (1989; Watamaniuk & McKee 1998) asked observers to judge the average motion direction of random-dot cinematograms that resembled blowing snow and found that observers accurately reported the average motion direction of the drifting dots. Similarly, observers easily estimated the average speed of random dots moving at diverse speeds with a precision comparable to their estimations of dots moving at a homogeneous speed (Watamaniuk & Duchon 1992). In addition to motion, observers can accurately discriminate, report, and reproduce the average orientation of stimuli (Dakin & Watt 1997, Miller & Sheldon 1969, Parkes et al. 2001). Further, observers can also perceive the average brightness (Rauer 2009), average hue (Demeyere et al. 2008, Webster et al. 2014), and average spatial position of a cloud of random stimuli (Alvarez & Oliva 2008, Melcher & Kowler 1999, Vishwanath & Kowler 2003). These low-level visual summary statistical representations of spatial frequency, color, and orientation may form the basis of texture recognition and discrimination (Landy 2014) as well as of scene gist impressions (Oliva & Torralba 2006).

2.2. Mid-Level Ensembles

Mid-level features and objects are also perceived as ensembles. For example, observers perceive the average size in an array of circles, even for very brief displays of less than one-tenth of a second (Ariely 2001, Chong & Treisman 2003). Ensemble size perception is somewhat controversial
(Myczek & Simons 2008), in part because, unlike perception of average motion, position, or orientation, the existence of low-level size detectors is less clear. In contrast, the size and scale of single circles could be represented as early as V1 (Schwarzkopf et al. 2011). If we consider size to be a mid-level feature, then summary statistical information about groups of circles may be associated with surface or depth perception. Consistent with this possibility, observers can perceive the average depth of a crowd of objects that have varying binocular disparity (Wardle et al. 2017), suggesting that ensemble information contributes to depth and scene perception and, perhaps, to Gestalt grouping, as well (Wagemans et al. 2012). It remains an intriguing question whether the visual system extracts ensemble information about other depth cues such as average height in field, average atmospheric perspective, and average texture gradients. Average depth information from any of these sources could facilitate recognition not only of the depth of individual objects but also of their identity and size in scenes. Ensemble percepts of average cast shadows (Koenderink et al. 2004, Sanders et al. 2010), if present, could assist in recovering global lighting in scenes and inform depth assignments of objects throughout the scene. While these are still open questions, future work on ensemble surface and mid-level visual information will be important for documenting the extent to which summary statistical representations contribute to the fundamental building blocks of surface, object, and scene perception.

2.3. High-Level Ensembles

Recent work on summary statistical perception highlights its significant role in high-level object, scene, and social perception. Most of this work has documented how ensemble perception operates on groups of face stimuli, allowing observers to rapidly access the emotional tenor or intent of a crowd. Haberman & Whitney (2007, 2009) found that observers can evaluate and discriminate the average emotional expression and gender in a crowd of faces. Observers can also accurately evaluate average facial identity (e.g., family resemblance; see Bai et al. 2015, de Fockert & Wolfenstein 2009, Neumann et al. 2013, Yamanashi Leib et al. 2012b). These studies emphasize the fact that humans can rapidly extract important social information from crowds during a brief glance, perhaps as short as 100 ms or less (Haberman & Whitney 2009, Li et al. 2016, Yamanashi Leib et al. 2016). Observers are not as sensitive to crowds of inverted or scrambled faces (Haberman & Whitney 2009, Yamanashi Leib et al. 2012b), which suggests that observers extract summary statistical information based on configural or holistic face representations. Different images of the same face and multiple viewpoints of faces can also be incorporated into a unified ensemble percept (Neumann et al. 2013, Yamanashi Leib et al. 2014), indicating that summary statistics are computed over viewpoint-invariant representations, not just two-dimensional image-level information. In addition to facial expression and identity, observers can also judge the average gaze direction and mean head rotation of the crowd (Florey et al. 2016, Sweeny & Whitney 2014), which could be useful in guiding attention and behavior. In addition to face crowds, the visual system extracts ensemble information about dynamic objects as well. Sweeny and colleagues (2013) discovered that observers viewing a crowd of point-light walkers can accurately match and discriminate their average direction. An intriguing implication of the high-level ensemble work is that complex perceptual interpretations, such as the perception of crowd panic, may be suberved by ensemble representations (see Section 5).

2.4. Multiple Ensembles

Most ensemble research focuses on the perception of one specific ensemble characteristic from a particular group of stimuli (e.g., average size or expression). However, a few studies have investigated whether participants can extract multiple ensemble characteristics from one or more groups
of stimuli. For example, Chong & Treisman (2005b) asked participants to view a group of disks containing stimuli of two different colors and found that observers were sensitive to the average size of both sets of colored disks even though their attention was divided between the two colors (Chong & Treisman 2005b). Other studies have shown that observers can successfully extract multiple ensembles from up to four groups of stimuli (Attarha & Moore 2015, Attarha et al. 2014). However, Attarha and colleagues (2014; Attarha & Moore 2015) found that undivided attention enhanced performance, suggesting that extracting multiple ensembles is not entirely capacity free (see Section 4 for the role of attention in ensemble perception).

Whereas the aforementioned studies of multiple groups of stimuli examined participants’ ability to extract the same characteristic (size), other studies have investigated sensitivity to simultaneous but different ensemble characteristics. For example, Emmanouil & Treisman (2008) found that observers could perceive the average speed and size of a group of circles. Although accuracy was lower in the multiple-ensemble conditions than in the single-ensemble conditions, this result suggests that observers can perceive multiple ensemble features. Future studies should continue to explore the perceptual interactions between multiple ensembles and the capacity limits of multiple-ensemble processing.

The studies described above were restricted to visual stimuli, but it has been hypothesized that ensemble perception may be a general mechanism that operates across several sensory domains, and researchers have documented that ensemble percepts can incorporate auditory as well as visual stimuli. Listeners can perceive the average in a sequence of pure tones (Piazza et al. 2013) and can efficiently discriminate sound textures, such as those present in auditory scenes (McDermott et al. 2013). Moreover, although there is some cost when perceiving multiple ensembles within one modality (e.g., Emmanouil & Treisman 2008), there is relatively little cost in perceiving ensemble information across different modalities. For example, participants can recognize ensemble tone and visual size simultaneously, and there is little evidence of a cost associated with simultaneous displays (Albrecht et al. 2012).

2.5. Beyond Average

The most commonly measured form of ensemble representation is the perceived average of a group of items. However, the diversity or variance in a set of stimuli is also very important (Figure 3). For example, when walking through a crowd of people, the average emotion is informative, but equally critical is the variation of emotion present in the crowd. Haberman et al. (2015b) found that observers who viewed a crowd of up to 16 faces for 1 s successfully matched and discriminated the variance of the crowd, and subsequent tests confirmed that observers distinguished among numerous levels of variance, not merely between homogeneous and heterogeneous crowds (Haberman et al. 2015b). Variance information is useful in several respects. First, it signals the reliability of the estimated average: A homogeneous group of angry faces implies something very different than a set of faces that varies in expression. Second, ensemble variance might provide direct information about the diversity, mixture, or ambivalence of a crowd. Third, variance information might be useful to identify statistical outliers, such as deviant expressions in a crowd (Whitney et al. 2014). Ensemble variance is not available at the level of any single individual; it is an emergent property only accessible by encoding summary statistical information. Ensemble variance information is extracted for high-level (e.g., facial expression, age, and gender and racial diversity), low-level (e.g., orientation) (Dakin & Watt 1997, Morgan et al. 2008, Norman et al. 2015), and mid-level (e.g., size) features (Solomon et al. 2011). Whether third-order statistics, such as kurtosis, are extracted remains unclear. Interpreting variance in the crowd seems to be as ubiquitous a calculation as extracting summary statistical information about the average.
Orientation

Figure 3
Extracting variance from groups of stimuli. Extracting the mean, or average, characteristic from a group of stimuli is the most commonly reported ensemble percept. However, ensemble perception may include extracting diverse statistical information, such as variance, range, or even kurtosis. In this figure, we show examples from research documenting the fact that participants can accurately evaluate the variance within groups of redundant stimuli (Haberman et al. 2015b, Solomon 2010).

2.6. Ensemble Cognition

Summary statistical representations exist at the highest levels of perceptual and cognitive processing—what we will refer to as ensemble cognition. The perceptual and cognitive evaluations we once thought required conscious scrutiny and deliberation are actually rapidly extracted as ensemble percepts. For example, subjective percepts like attractiveness can be estimated via ensemble perception (Anderson et al. 1973, Post et al. 2012, Walker & Vul 2013). In natural scenes, abstract percepts such as liveliness or animacy are also rapidly represented in the form of an ensemble (Yamanashi Leib et al. 2016). In one recent study, observers rated random crowds of animals, insects, plants, and household objects on their average lifelikeness (Yamanashi Leib et al. 2016). Observers’ ratings of the crowds’ lifelikeness were highly correlated with the mathematical mean of the items rated individually, even though the individual items were rated by independent observers. This indicates that observers agree about the lifelikeness of objects and crowds. Ensemble liveliness is extracted for displays as brief as 250 ms, even when observers cannot recall individual stimuli in the crowd (Yamanashi Leib et al. 2016). This suggests that ensemble information underlies observers’ first impressions of the liveliness of natural scenes (Yamanashi Leib et al. 2016).

The fact that perceived liveliness can be extracted so quickly and efficiently suggests that other high-level perceptual, cognitive, and inferential processes may also rely on ensemble
representations. For example, early research hints that social labels may be evaluated through an averaging process (Leon et al. 1973), and there are intriguing findings that long-term memory consolidation may resemble ensemble representations (Richards et al. 2014). Thus, cognitive processes beyond perception may also rely on averaging mechanisms, perhaps even the same ensemble mechanisms discussed in this review.

3. OPERATIONALLY DEFINING ENSEMBLE PERCEPTION

From the discussion in the previous section, it may seem that anything—any arbitrary set of features, objects, or configurations—can be perceived as an ensemble. However, this is not the case. Ensemble perception has unique features that can help establish the foundation for an operational definition to distinguish what ensemble perception is not, identify how ensemble perception is related to other seemingly similar phenomena, and isolate the underlying neural mechanisms. A flexible operational definition of ensemble coding should include the following five concepts:

■ Ensemble perception is the ability to discriminate or reproduce a statistical moment.
■ Ensemble perception requires the integration of multiple items.
■ Ensemble information at each level of representation can be precise relative to the processing of single objects at that level.
■ Single-item recognition is not a prerequisite for ensemble coding.
■ Ensemble representations can be extracted with a temporal resolution at or beyond the temporal resolution of individual object recognition.

3.1. Ensemble Perception Is the Ability to Discriminate or Reproduce a Statistical Moment

Not every group or set of things is perceived as an ensemble. We can perceive groups of random objects or interactions between features and objects that have no meaningful or consistent relationship to each other, have no underlying statistical distribution, and cannot be reported or discriminated as a set. We can also recognize Gestalt or holistic grouping cues, but these need not involve the perception of a statistical moment and, thus, are not diagnostic of ensemble processing. Gestalt grouping may interact with ensemble perception, either by constraining ensemble representations or by being generated by them. In contrast to other phenomena, sensitivity to ensemble information—to a statistical moment—depends on the variance of the underlying distribution, such that increasing variance in the dimension of interest reduces sensitivity to the summary statistic (Dakin 2001, Fouriezos et al. 2008, Haberman et al. 2015b, Im & Halberda 2013, Morgan et al. 2008, Solomon et al. 2011). However, for sets with constant variance, the shape of the underlying statistical distribution (e.g., normal, rectangular, bimodal) is less critical (Allik et al. 2013, Chong & Treisman 2003, Haberman & Whitney 2009).

3.2. Ensemble Perception Requires the Integration of Multiple Items

In terms of an operational definition for what counts as an ensemble representation for perception, the only requirement is an integration of two or more stimuli. Technically, integrating (sampling) two items is sufficient evidence for an ensemble representation, and this happens in some cases (Allik et al. 2013, Maule & Franklin 2016). However, beyond that, there is no particular quantity of items (or minimum subset of items) that is required to meet the criteria for an ensemble or summary statistical representation. In many studies, the number of features or objects integrated is greater than two (Figure 4; see also Table 1). For instance, when discriminating the average size
or variance in a set of circles, observers performed at 60–75% efficiency, integrating at least three circles (Allik et al. 2013, Solomon et al. 2011). Observers in other studies of basic visual features incorporated information ranging from approximately 3 to 5 items per display (Im & Halberda 2013, Solomon 2010); in another study, observers incorporated information from approximately four items with replacement at approximately 5 Hz (Gorea et al. 2014). At the higher end of the range, some studies report that observers sample approximately the square root of the number of display items, even for very large set sizes (Dakin 2001). Higher-level ensemble perception studies, such as those using face crowds, biological motion, and other stimuli, indicate that observers can often integrate more than 4–8 objects (Haberman & Whitney 2010; Sweeny et al. 2013; Yamanashi Leib et al. 2014, 2016).

The estimates of efficiency or number of items integrated in ensemble representations clearly vary and are sometimes debated (Chong et al. 2008, Dakin 2001, Marchant et al. 2013, Myczek & Simons 2008, Solomon et al. 2011). This is, in part, because efficiency depends on several factors, including the stimulus type, methods used (e.g., ideal observer or equivalent noise modeling versus empirical set size manipulations), and assumptions of those methods (Solomon et al. 2011). Attention seems to influence efficiency, as well (Dakin et al. 2009), opening up the possibility of variations in estimated efficiency depending on task design, observer goals, and attentional demands (see Section 4). Further, individual differences can significantly impact how much information observers integrate (Bai et al. 2015, Haberman & Whitney 2010, Haberman et al. 2015a, Solomon 2010).

Despite the variations in methods and modeling approaches, however, there is general agreement across ensemble tasks that multiple features or objects are integrated. In fact, when a large sample of experimental estimates of efficiency are plotted together, a striking pattern emerges (Figure 4), suggesting that observers integrate approximately the square root of the number of
The following approach was used to estimate the approximate number integrated for each point on the graphs. If the researcher reported a range of stimuli integrated (e.g., 3–4 stimuli were integrated), we plotted the lower estimate. In some cases, the difference was minimal. In other cases the difference was substantially larger (Yamanashi Leib et al. 2014). Thus, the ordinate on the graph represents a conservative estimate, or lower bound, of effective integration across multiple ensemble perception studies. This list is not exhaustive; many studies have not estimated the efficiency or number of integrated samples, or have done so indirectly. The methods used in each study vary: Some used empirical manipulations and some used ideal observer modeling, regression approaches, or equivalent noise analysis.

Most ensemble perception research emphasizes spatial integration, but summary statistics are perceived in temporal sequences, as well. Observers successfully estimate summary statistics, including average object location, facial expression, object size, tone, and animacy, from sequentially presented objects (Albrecht & Scholl 2010, Chong & Treisman 2003, Haberman et al. 2009, Whiting & Oriet 2011, Yamanashi Leib et al. 2014). Thus, summary statistical information can be extracted flexibly over time from spatially local or global scales, in contrast to Navon figures (Navon 1977). In fact, it appears that the integration efficiency for temporally presented sets is as high as or higher than that for spatial arrays (Florey et al. 2017, Gorea et al. 2014).

Although multiple items are integrated in ensemble representations, not all items need to be weighted equally. For example, statistical outliers (deviants) are downplayed, or filtered, in the cases of color (Michael et al. 2014) and faces (Haberman & Whitney 2010). Summary statistical

---

Table 1  References for Figures 4 and 6

<table>
<thead>
<tr>
<th>Reference number</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Allik et al. (2013)</td>
</tr>
<tr>
<td>2</td>
<td>Alvarez &amp; Oliva (2008)</td>
</tr>
<tr>
<td>3</td>
<td>Chong et al. (2008)</td>
</tr>
<tr>
<td>4</td>
<td>Dakin (2001)</td>
</tr>
<tr>
<td>5</td>
<td>Dakin et al. (2005)</td>
</tr>
<tr>
<td>6</td>
<td>Florey et al. (2016)</td>
</tr>
<tr>
<td>7</td>
<td>Florey et al. (2017)</td>
</tr>
<tr>
<td>8</td>
<td>Gorea et al. (2014)</td>
</tr>
<tr>
<td>9</td>
<td>Haberman &amp; Whitney (2009)</td>
</tr>
<tr>
<td>10</td>
<td>Haberman &amp; Whitney (2010)</td>
</tr>
<tr>
<td>11</td>
<td>Hubert-Wallander &amp; Boynton (2015)</td>
</tr>
<tr>
<td>12</td>
<td>Im &amp; Halberda (2013)</td>
</tr>
<tr>
<td>13</td>
<td>Myczek &amp; Simons (2008)</td>
</tr>
<tr>
<td>14</td>
<td>Piazza et al. (2013)</td>
</tr>
<tr>
<td>15</td>
<td>Solomon (2010)</td>
</tr>
<tr>
<td>16</td>
<td>Solomon et al. (2011)</td>
</tr>
<tr>
<td>17</td>
<td>Sweeny &amp; Whitney (2014)</td>
</tr>
<tr>
<td>18</td>
<td>Sweeny et al. (2013)</td>
</tr>
<tr>
<td>19</td>
<td>Wolfe et al. (2015)</td>
</tr>
<tr>
<td>20</td>
<td>Yamanashi Leib et al. (2014)</td>
</tr>
<tr>
<td>21</td>
<td>Yamanashi Leib et al. (2016)</td>
</tr>
</tbody>
</table>

The following approach was used to estimate the approximate number integrated for each point on the graphs. If the researcher reported a range of stimuli integrated (e.g., 3–4 stimuli were integrated), we plotted the lower estimate. In some cases, the difference was minimal. In other cases the difference was substantially larger (Yamanashi Leib et al. 2014). Thus, the ordinate on the graph represents a conservative estimate, or lower bound, of effective integration across multiple ensemble perception studies. This list is not exhaustive; many studies have not estimated the efficiency or number of integrated samples, or have done so indirectly. The methods used in each study vary: Some used empirical manipulations and some used ideal observer modeling, regression approaches, or equivalent noise analysis.
perception in temporal arrays also reveals a type of weighting, in the form of primacy and recency effects, such that the first- or last-seen object can bias the estimated ensemble property (Hubert-Wallander & Boynton 2015). In addition to order- and outlier-based weighting, there is also the potential for weighting based on attention (de Fockert & Marchant 2008), eccentricity (Ji et al. 2014), and expectancy (Cheadle et al. 2014). For example, a study investigating ensemble circle size provided some evidence that attending to items biases the reported mean (de Fockert & Marchant 2008). Foveally viewed stimuli may also pull or bias estimates of the summary statistic, such as average expression (Ji et al. 2014, Wolfe et al. 2015), but foveally viewed objects are not necessary, as other studies have demonstrated integration of multiple peripheral objects without any foveal stimulation (Haberman et al. 2009, Wolfe et al. 2015).

Although Figure 4 shows that there is little debate about the criterion that ensemble perception must involve two or more items being integrated, there is an ongoing debate about whether ensemble perception is automatic, obligatory, unconscious, parallel, or outside the focus of attention. Because these issues are not diagnostic of ensemble coding and because arguments about efficiency—the number of objects integrated into the ensemble representation—do not address these debates, we reserve discussion of these issues to Section 4, where we explore the role of attention in ensemble perception.

### 3.3. Ensemble Information at Each Level of Representation Can Be Precise Relative to Processing of Single Objects at That Level

Averaging cancels uncorrelated noise associated with individual items (Alvarez 2011, Galton 1907, Surowiecki 2004). As such, one might expect that sensitivity will increase with increasing sample size, and this result is sometimes found (Robitaille & Harris 2011). When individual object representations are especially noisy (e.g., brief), observers can be more sensitive to the ensemble as a whole, compared to the single item (Gorea et al. 2014, Li et al. 2016, Sweeny et al. 2013, Yamanashi Leib et al. 2014). These enhancements are not required for ensemble perception, however. Indeed, several authors have reported relatively constant sensitivity with increasing set size (Allik et al. 2013, Alvarez 2011, Ariely 2001, Chong & Treisman 2005b). The benefit of averaging across larger sample sizes may be offset by factors such as increased correlated noise and positional uncertainty, potentially yielding a pattern of results that appears as if there is constant sensitivity across set sizes. Moreover, late-stage noise may limit the apparent benefit of averaging. Nonetheless, ensemble sensitivity is generally better than would be predicted if discrimination thresholds were set by single-object discrimination. For example, there is compulsory averaging of orientation (Parkes et al. 2001), size (Allik et al. 2014), and facial expression (Fischer & Whitney 2011), and objects that are crowded and, therefore, unrecognizable nonetheless contribute to the perceived ensemble (Fischer & Whitney 2011, Ikeda et al. 2013, Parkes et al. 2001).

### 3.4. Single-Item Recognition Is Not a Prerequisite for Ensemble Coding

An ensemble can be perceived even if the individuals that comprise the ensemble cannot be reliably reported. Observers accurately report ensemble size and expression information during rapid serial visual presentation (RSVP) paradigms (Haberman et al. 2009, Oriet & Corbett 2008). In these tasks, the individual items are presented too quickly for observers to accurately register each one, yet the ensemble percept still incorporates them. Similarly, studies employing a change blindness paradigm found that observers extracted summary statistical information about color variance (Ward et al. 2016) or average expression from the same stimuli they were attentionally blind to (Figure 5b; Haberman & Whitney 2011). Ensemble perception remains robust even
Ensemble perception does not require recognition of individual constituents. (a) Two conditions in a size discrimination task from Sweeny et al.’s (2015) study on the development of ensemble perception. In Condition 1, children chose which tree contained the largest orange. In Condition 2, children chose which tree contained the larger oranges on average. Although single-item discrimination was poor, ensemble sensitivity was robust. (b) Two conditions from a change localization task (Haberman & Whitney 2011). In Condition 1, participants were asked to localize any one of the four locations where the facial expression changed between the first (left) and second (right) display of faces. In Condition 2, participants were asked to report which display, on average, contained happier faces. Observers were at chance during the change localization task but nonetheless exhibited above chance ensemble perception sensitivity. Together, these and other experiments suggest that individual set members can influence ensemble percepts even when those objects go unrecognized or unnoticed.
when single-item perception is impeded by crowding, at least for orientation and faces (Fischer & Whitney 2011, Parkes et al. 2001; cf. Banno & Saiki 2012). Moreover, ensemble perception of circle size may be possible during object substitution masking, which greatly reduces the visibility of individual circles (Choo & Franconeri 2010, Jacoby et al. 2012). Further supporting this idea, studies of children, who are still developing individual object recognition, show evidence of ensemble perception (Rhodes et al. 2015, Sweeny et al. 2015). In addition, patients with simultanagnosia, unilateral visual neglect, and congenital prosopagnosia all show some evidence of ensemble perception, even when their single-item discrimination is impaired (Demeyere et al. 2008; Hochstein et al. 2015; Yamanashi Leib et al. 2012a,b). Moreover, individual differences reveal that sensitivity to ensemble information is not perfectly correlated with single-object discrimination (Haberman et al. 2015a, Sweeny et al. 2015). Taken together, a broad range of experiments suggests that ensemble coding does not depend on the recognition or memory of individual objects.

Of course, there are caveats to each example given above. For example, noise limits the conclusions that can be drawn from developing children and patients. Independent noise sources may produce a pattern where ensemble performance and single-item discrimination seem artificially disparate. Finally, although the correlation of individual differences is not perfect, ensemble discrimination and single-item discrimination are correlated to some degree (Haberman et al. 2015a). Nevertheless, the variety of ensemble perception studies using different methods and stimuli provide converging evidence that single-object representations can be lost, neglected, forgotten, unrecognized, or noisy while they are still preserved in the ensemble representation. This does not mean that ensembles are extracted outside of the focus of attention (see Section 4), but it does inform and limit the sorts of models that can be proposed to underlie ensemble perception (see Section 6).

3.5. Ensemble Representations Can Be Extracted with a Temporal Resolution at or Beyond the Temporal Resolution of Individual Object Recognition

Ensemble perception can operate at very brief durations and for fast temporal sequences (Figure 6). Our perception of ensemble or gist information from groups of objects can be faster than locating any particular object, such as an extreme one or one closest to the average (Haberman et al. 2009, Yamanashi Leib et al. 2014). As examples, observers perceive average facial expression (Haberman & Whitney 2009), average size (Gorea et al. 2014), average gaze (Florey et al. 2017), and average crowd animacy (Yamanashi Leib et al. 2016) even when set images are displayed as frequently as 20 per s (Haberman et al. 2009), which is beyond the limit of attentional resolution or the dwell time required to scrutinize or find individual faces in the sequence (Nothdurft 1993, Tong & Nakayama 1999, Verstraten et al. 2000). Spatial ensemble information is perceived in crowds of objects displayed for as little as 50 ms (Ariely 2001, Chong & Treisman 2003, Haberman & Whitney 2009, Li et al. 2016, Yamanashi Leib et al. 2016). In addition, ensemble information is extracted from RSVP sequences before individual objects are registered in short-term memory (Joo et al. 2009, McNair et al. 2016).

There is a distinction between the temporal resolution and integration period of ensemble coding. The temporal resolution of ensemble perception is high (and diagnostic): Stimuli in a set can be integrated even when the individuals are not recognized or recalled. However, individual stimuli are not simply blurred (Neumann et al. 2013; Yamanashi Leib et al. 2014, 2016); the individual objects must be registered before integration. Ensemble perception, therefore, resolves individual objects that cannot be uniquely resolved in memory encoding, maintenance, or retrieval.

The accuracy of ensemble estimates often improves with increasing exposure duration (Haberman et al. 2009, Li et al. 2016, Whiting & Oriet 2011), suggesting a temporal integration
mechanism with a time constant of several hundred ms, at least for mid- and high-level stimuli (Chong & Treisman 2003, Haberman et al. 2009, Whiting & Oriet 2011). Beyond a few hundred ms, the number of integrated objects is fairly constant (Figure 6). Thus, there is some degree of duration invariance, at least when considering a large sample of studies that tested a range of different stimuli. Whether there are unique integration periods for different types of stimuli remains unclear [low-level features may have shorter temporal integration periods (e.g., Watamaniuk et al. 1989)], but, given the fact that ensembles are extracted more or less independently from different levels of visual analysis (Figure 1), it seems reasonable that there may be distinct time courses for different forms of ensemble coding.

The fact that ensemble properties like average size or expression are represented quickly, or are derived from sets of stimuli presented too fast to individuate or recall, does not mean that ensembles are necessarily unaffected by, isolated from, or calculated before attentional processes. On the contrary, attention sometimes plays an important role in ensemble perception, as will be reviewed in the following section. Therefore, attention (or lack thereof) should not be used as a
diagnostic criterion for the purposes of operationally defining what counts as summary statistical or ensemble coding.

Likewise, memory is not a diagnostic criterion for ensemble perception because ensembles can be formed on sets whose objects are not accurately encoded or recalled (Ariely 2001, Alvarez & Oliva 2008, Haberman & Whitney 2007, Haberman et al. 2009). Similarly, although ensemble representations may inform statistical learning (Fiser & Aslin 2001, Solso & McCarthy 1981), summary statistical perception occurs at first sight for novel stimuli and dimensions (Haberman & Whitney 2007, Yamanashi Leib et al. 2016) and without training or learning (Haberman & Whitney 2012).

4. WHAT IS THE ROLE OF ATTENTION IN PERCEIVING ENSEMBLES?

There remains some debate regarding whether ensemble coding requires attention, whether serial or parallel mechanisms are involved, and whether this is even a valid distinction. Some experiments suggest that directed attention is not necessary for ensemble perception. For example, using a divided attention task, Alvarez & Oliva (2008) found that observers could report the centroid or average final position of clouds of dots with comparable accuracy whether they were attended or ignored. Other studies have also demonstrated that attention directed to individual set members is not necessary to obtain ensemble estimates of color variance (Bronfman et al. 2014), circle size (Chong & Treisman 2005b), and orientation (Alvarez & Oliva 2009). Consistent with these results, ensemble motion perception (Allik 1992, Allik & Dzhafarov 1984, Watamaniuk et al. 1989) and adaptation (Harp et al. 2007) occur even when crowding makes it impossible to individuate each item (Whitney & Levi 2011). Finally, obligatory averaging reported in some domains (Fischer & Whitney 2011, Parkes et al. 2001) could suggest that ensemble percepts are extracted when and where attention cannot be deployed (Joo et al. 2009, Oriet & Brand 2013; but see also McNair et al. 2016).

Although attention may not be necessary for ensemble perception, it may strongly modulate ensemble perception. For example, attention may bias estimates of average set size (Chong & Treisman 2005a, de Fockert & Marchant 2008). Moreover, some studies have shown that dividing attention between two sets of stimuli incurs a cost in performance accuracy (Brand et al. 2012, Huang 2015). Another study showed that diverting attention reduced efficiency—the number of integrated samples—in an ensemble orientation discrimination task (Dakin et al. 2009). Consistent with this finding, limiting attentional resources may reduce the number of faces sampled to estimate average expression (McNair et al. 2016), perhaps by modulating the spatial distribution of integration. Indeed, observers who were primed with a task requiring global attention prior to performing an ensemble perception task performed significantly better than those who were primed with local attention tasks (Chong & Treisman 2005a). Finally, it is possible that attention could limit other processes like the spatial resolution of perception (e.g., crowding), working memory, decision processes, and motor control—which may make ensemble perception appear attention dependent even if it is not directly dependent on attention (Attarha & Moore 2015, de Fockert & Marchant 2008). Thus, although focused attention may not be strictly necessary for ensemble perception to occur, there is ample evidence that attention facilitates it.

Thus, the concepts of directed attention and ensemble perception are not at odds (Allik et al. 2013), and the black-and-white dichotomy between serial and parallel ensemble processing is not especially useful. Taken together, these findings reveal that ensemble perception can be valuable in situations that allow directed attention to a crowd and similarly useful in situations where attention is limited. Instead of exploring an oversimplified dichotomy, future work should attempt
to characterize the interactions between attention and ensemble perception at multiple levels of visual processing to identify the mechanism through which attention facilitates summary statistical representations.

For example, it is worth considering attention’s interaction with the hierarchical nature of ensemble perception. Attention may operate at the level of the ensemble even if it does not operate at the level of the individual components within the ensemble. There is substantial evidence for gist representations without explicit knowledge of the individual components, including ensemble orientation discrimination (Parkes et al. 2001), ensemble face recognition (Haberman & Whitney 2007), ensemble change detection (Haberman & Whitney 2011), and ensemble size discrimination (Allik et al. 2013, Chong & Treisman 2005b, Choo & Franconeri 2010, Oriet & Brand 2013). In each of these cases, task demands required observers to attend to the ensemble characteristic as a whole, so attention to the relevant ensemble dimension may have been necessary even if awareness of the individual member was not (see Section 3.4). A promising recent approach to addressing this issue is to measure aftereffects following adaptation to summary statistical information. In such an experiment, observers’ attention (and awareness) can be controlled during the adaptation period. Prior adaptation studies have investigated adaptation to an ensemble statistic, such as average size or motion direction (Anstis et al. 1998, Corbett et al. 2012, Harp et al. 2007), without rigorously controlling for attention. One recent study that did control for attention found adaptation to the average facial expression in a rapid sequence of faces (Ying & Xu 2017). Future studies can use this and related adaptation paradigms to isolate the particular role of attention in ensemble representations.

5. USEFULNESS OF ENSEMBLE REPRESENTATIONS

Ensemble representations might be the basis of some of our fastest and richest perceptual experiences (Intraub 1981, Potter 1975, Thorpe et al. 1996), which do not rely on explicitly or consciously representing all of the individual members of the scene (see Section 3.4). For example, we can perceive the average liveliness of a scene in the briefest of glances (Yamanashi Leib et al. 2016). A face that is crowded such that it is unrecognizable nonetheless influences the ensemble expression perceived in the crowd (Fischer & Whitney 2011), and a changing object that goes unnoticed or unrecognized can still alter the perceived ensemble property of the scene as a whole (Haberman & Whitney 2011, Ward et al. 2016). One interpretation of these and similar findings is that the individual objects are phenomenally available to consciousness but unreportable (Block 2011, McClelland & Bayne 2016, Shea & Bayne 2010). Alternatively, the visual system might encode summary statistical information in crowds of objects by unconsciously processing individual object identities (Chaney et al. 2014, Cohen et al. 2016). In either case, the resulting percept is richer than would be expected when faced with the limits of visual short-term memory, cognition, language, or attention (Cohen et al. 2016). Therefore, much of what counts as our rich visual experience may take the form of ensemble representations (Block 2011, Cohen et al. 2016, McClelland & Bayne 2016).

Ensemble representations may be especially useful at the highest levels of perceptual processing because they carry emergent and social information—unique characteristics of crowds, environments, and social interactions that can only be specified at the level of the group. For example, observers are sensitive to the ambivalence, mixture of emotion, or racial diversity of a crowd, but these cannot be conveyed at the level of individual faces (Haberman et al. 2015b). Other emergent ensemble percepts may include the overall threat of a crowd, its gaze direction (Mareschal et al. 2016, Sweeney & Whitney 2014), and its heading direction (Sweeney et al. 2013). For example, the perception of crowd panic is probably based on summary statistical information involving a
calculation of heading direction (Sweeny et al. 2013) as well as variance in direction and speed. Visuosocial summary statistical information not only is important for recognition and awareness but also serves as an important cue to guide action: Crucial behavioral decisions in crowd navigation (where to walk next, speed of walking, etc.) may be driven by summary statistical information. Finally, ensemble information may be constructive, amplifying the perception of summary statistical dimensions (Price et al. 2014). For example, the perceived attractiveness of faces in a crowd may be exaggerated (van Osch et al. 2015, Walker & Vul 2013).

Ensemble representations may be a critical component of visual working and long-term memory. Recent research suggests that the average circle size in scenes biases subsequent estimates of individual object size in memory tasks (Brady & Alvarez 2011), and that recalled locations of individual objects in a cluster are pulled toward the ensemble centroid location (Lew & Vul 2015). Thus, individual objects in memory are not treated simply as independent entities but as part of a hierarchy that includes information about individual details and ensembles (Brady & Alvarez 2011). This is advantageous because statistical structure or ensemble information affords more information than would be available from only encoding independent individual objects. For example, grouping proximate sets of circles by ensemble characteristics increases the capacity of visual working memory (VWM) (Im & Chong 2014), and ensemble representations might also facilitate statistical learning and category boundary formation (Oriet & Hozempsa 2016). Insofar as memory consolidation results in summary statistical-like representations (Richards et al. 2014), an intriguing possibility is that ensemble coding might also facilitate long-term memory for outliers, just as summary statistical perception improves deviance detection and pop-out in visual search (Whitney et al. 2014). More broadly, we can better model and understand the mechanisms of memory if we incorporate the important role of ensemble representations into theories of memory encoding and consolidation (Brady & Tenenbaum 2013).

6. POSSIBLE PHYSIOLOGICAL AND COGNITIVE MECHANISMS OF ENSEMBLE PERCEPTION

The relationship between ensemble perception and other visual phenomena has raised the possibility that they result from shared mechanisms. One of the most common associations we can examine for insight on these mechanisms is that between ensemble coding and visual crowding. Visual crowding is the deleterious effect of clutter on object recognition and awareness in the peripheral visual field (Pelli 2008, Whitney & Levi 2011). Traditional models of visual perception and crowding argue that the visual system lacks the bandwidth to encode detailed information outside of the fovea, so peripheral high-fidelity visual information is irreversibly lost. Instead, what might emerge from crowded scenes is summary statistical information. In that sense, crowding and ensemble percepts might be thought of as two sides of the same coin (Parkes et al. 2001) or caused by similar pooling processes (Balas et al. 2009, Freeman & Simoncelli 2011). However, ensemble perception can occur with or without crowding (Bulakowski et al. 2011, Dakin et al. 2009), so ensemble representations do not require crowding.

Models of crowding also face challenges in describing ensemble perception. Pooling models, which often use variations of texture synthesis algorithms (Portilla & Simoncelli 2000), may help account for some aspects of low-level texture perception in crowding (Balas et al. 2009, Freeman & Simoncelli 2011; but see also Wallis et al. 2016). However, these models do not operate at the level of object representations and, thus, cannot explain object-level crowding (Farzin et al. 2009, Ikeda et al. 2013, Kimchi & Pirkner 2015, Louie et al. 2007, Manassi et al. 2012) or high-level ensemble perception (Whitney et al. 2014). Nor can these models explain how crowded and unrecognized faces can prime subsequent valence judgments (Faivre et al. 2012, Kouider et al. 2011) or how these
faces can influence ensemble expression perception (Fischer & Whitney 2011). Current pooling and texture synthesis models (Balas et al. 2009, Freeman & Simoncelli 2011, Pelli 2008, Rosenholtz et al. 2012) would not generate these effects. Likewise, scene gist (Oliva & Torralba 2006) and texture models stop short of describing object-level processing and cannot explain higher-level ensemble percepts, such as average identity, expression, and animacy or the perceived variance of these properties (de Fockert & Wolfenstein 2009, Haberman & Whitney 2007, Haberman et al. 2015a, Neumann et al. 2013, Yamanashi Leib et al. 2016).

The research discussed above challenges any model of ensemble coding to explain how object information can be unrecognizable due to crowding but retained for subsequent ensemble perception (Fairev et al. 2012, Fischer & Whitney 2011, Ikeda et al. 2013, Parkes et al. 2001). One way in which this problem could be reconciled is if the visual system maintains and passes high-fidelity representations through each level of visual analysis but these representations cannot be selected with sufficient resolution to recognize particular objects (Chaney et al. 2014). According to this hierarchical sparse selection model, when observers attempt to select a feature or object in a crowd, they may not be able to resolve that feature or object, although they can extract an ensemble of that feature or object dimension. Thus, we see that crowding occurs, and ensembles can be extracted, at multiple levels of visual processing (Whitney & Levi 2011). Modified versions of the pooling models mentioned above could be implemented hierarchically at multiple levels of visual processing along these lines to explain the multiple levels of crowding and ensemble perception. An updated reverse hierarchy visual model (Hochstein et al. 2015) may also be invoked to help explain how high-fidelity individual object information contributes to ensemble percepts even when crowding severely impedes recognition of that object.

The neural mechanism(s) of ensemble perception remain unknown, but it is unlikely that there is a single unified mechanism. Psychophysical evidence suggests that ensemble representations are distributed, or available at multiple levels of visual processing. For example, the individual differences in ensemble perception for low- and high-level objects do not correlate well, suggesting that there may be independent mechanisms for different types of ensembles (Haberman et al. 2015a, Sweeny et al. 2015). This interpretation also potentially explains the lack of patients who exhibit a unique deficit in ensemble processing. Many patients do not have impaired ensemble discrimination or exhibit less difficulty than would be predicted based on their single-item impairments alone (Demeyere et al. 2008; Hochstein et al. 2015; Karaminis et al. 2017; Yamanashi Leib et al. 2012a,b, 2014; cf. Rhodes et al. 2015). There is also physiological and neuroimaging evidence for multiple stages of ensemble representation, including motion, color, and textures, in occipital visual areas (e.g., Okazawa et al. 2015), MT+ (Born & Bradley 2005) and the anterior-medial ventral visual cortex (Cant & Xu 2012). The neural loci and mechanisms involved in coding crowds of faces, biological motion, and animacy remain to be explored. Because ensemble representations can be easily calculated from population codes that occur at nearly every level of visual processing, a distinct possibility is that ensemble representations will be found at virtually any stage examined (Chaney et al. 2014).

7. CONCLUSIONS

Ensemble perception is ubiquitous. It occurs at multiple levels of visual analysis, ranging from low-level orientation processing to high-level social impressions (e.g., the emotional tenor or the liveliness of a crowd). In this review, we have proposed an operational definition of perceptual ensemble coding, which includes five factors: the perception of a statistical moment in a crowd, the integration of multiple stimuli (approximately the square root of the number of stimuli in the scene), precise representation of the ensemble property, lack of a requirement for sensitivity
to particular individual set members, and high temporal resolution. This operational definition helps distinguish ensemble perception from other phenomena. Ensemble perception provides an efficient way to access group-level information in a quick glance without the need to scrutinize or recall individual objects. Even in circumstances when single-item analysis may be possible, ensemble perception of the integrated group provides emergent, functionally useful information that cannot be attained from any single group member. The accumulating evidence reviewed above suggests that summary statistical perception is a significant contributing factor to visual perception and may generate much of what contributes to a rich conscious experience during rapid, first-glance assessments of visual scenes.

FUTURE ISSUES

1. How stable are the individual differences in ensemble perception? How do group differences such as culture, gender, and (typical and atypical) cognitive development influence ensemble perception?

2. How does ensemble perception interact with visual search functions, such as outlier detection or pop-out? For example, are individual differences in visual search performance predicted by or correlated with the fidelity of summary statistical representations?

3. What is the capacity limit for multiple parallel ensembles? Do multiple-ensemble representations interact with each other, and how do multiple ensembles inform fast scene recognition?

4. How is ensemble information integrated across modalities within scenes? For example, is the perception of ensemble biological motion in the whole scene (e.g., an orchestra) independent from or integrated with ensemble auditory information from the parts of the scene (e.g., the collection of instruments in the orchestra)?

5. Can ensemble perception be trained and improved? What cognitive, social, and developmental benefits are conferred by enhanced ensemble perception? Does it enhance emotional intelligence? Does it improve interactions with the world, such as driving? Does it improve scene recognition or the fidelity of memory and richness of conscious experience?
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